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To: 

Distribution
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George Neil/Gwyn Williams
Subject:
FEL Upgrade Project Weekly Brief—November 15 – 19, 2010
Date:

November 19, 2010
Highlights: The laser ran well this week and we were able to continue our characterization studies.  We hosted Peter Abbamonte from the University of Illinois, Urbana-Champaign, who provided key insights into new science enabled by new light sources, and participated in active discussions with us about their desired parameters.  At week's end we began preparations for the installation of VUV characterization equipment. 

Management:  Several FEL staff attended the Directed Energy Professional Society Conference in Bethesda. 

We continued negotiations with Boeing on a Statement of Work for our efforts to support the ONR program. 

Efforts continue to get internal and site office sign-off and approval for four funding MIPR documents we have received for ONR and AFOSR which would cover FEL efforts for this year. 
Note that due to the Thanksgiving Holiday next week, there will not be a weekly report.

Injector:  The DC gun continued to deliver 60pC bunch charge at nominal 325keV beam for FEL operations during the week. The photocathode was re-cesiated Friday morning achieving 1.8% QE. There seems to be a pattern in the times of the day when the gun trips, we are keeping track of events registered in the 480 VAC Switchboard. So far, one event was within five minutes of the gun trip. The GTS PSS/LPSS is being re-certified today. The GTS gun is ready for high voltage processing, scheduled to start next Monday. 

UV ERL Operations/Beam Dynamics:  We spent 2.5 shifts taking and analyzing difference orbit data in order to isolate polarity errors on correctors and refine our understanding of BPM scale factors. As we march (backwards) through the machine we are using this information to improve the machine model. We are as a result able to describe beam behavior with increasing reliability. Figures 1 and 2 below show modeled and measured orbits for, respectively, a horizontal and a vertical steer. Agreement is good in both cases.
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Figure 1: Horizontal steer (100 g-cm) at the start of the return leg
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Figure 2: Vertical steer (200 g-cm) midway through the downstream matching telescope


Electron Beam Transport:  
· UV 
   Completed the design of a dial indicator mounting mechanism in order to maintain the wiggler viewer positions upon reinstallation. 
   Received the wiggler viewer SETCO slides from the vendor and transported them to machine shop for modification.

Instrumentation and Control:  The beginning portion of this week was dedicated to Ops duty.  This shift was dedicated to machine operations training, specifically for the Mini phase procedure and alignment of the UV Optical Cavity.  Several individuals were successfully trained and now have more experience driving the machine and navigating the EPICS screens. 

Worked continued this week on the fabrication of the UV OTS vacuum crate and monochromator vacuum requirements. The interconnections of the fast valve chassis were extruded and a working plan for valve integration was developed. Spare cards were gathered from for the crate in progress which 
is now assembled with slots and connectors awaiting signal routing. All of the boards for the OCMMS controls are in-house and final programming and testing is in progress. Cable diagrams and preps are being made for cable pulls and installation for both OCMMS and the controls for the UV and VUV transports.    

Another effort this week was to investigate the issue seen with one of the wiggler chamber BPMS.  Once we identified that Wiggler BPM cans on the chamber were mirror images of each other, we realized that the cables on 7F00A were inverted. Once this was corrected we were able to verify, with beam, the response was correct.  We are still seeing some cross talk between X& Y with the horizontal steering but none with the vertical steering.  This is quite strange but we are planning on some checks on this during the maintenance down. 

Setup GTS in preparation for operations to begin next week.  The EDM screens were checked and updated as required.  The PCs in the GTS control room have had all software updates.  Software that was required for GTS operations was also installed.  The 6 month PSS Certification for the GTS was also completed. 

The development of softIOCs for production uses is progressing nicely.  The required EPICS modules have been built for use on the Linux-x86 platform.  Test programs have been written to verify use of the sequencers and also the use of auto-save.  Coordinating Monday's power outage with respect to the control system's IOCs.  Addressing cryo concerns with associated parties and a plan was hatched out for a graceful shutdown and restore of those systems.

Optics:  We continue to receive components for the UV and VUV optical transports. As we can we are cleaning and assembling them to expedite installation. We received two of the three 3-3/8” CF ZnSe viewports. One will be installed on the UV OC to “see” the temperature rise when lasing. One has been leak checked and is good. The VUV OC optic with the 5.5 mm hole was sent out for coating last week. We should have received it this week but the coating vendor had some setbacks and we will not have the mirror back until after Thanksgiving. This will have to be brazed before installing and cause the installation schedule to slip a week. 

Lasers and Optical Diagnostics:  This week we devoted much of our time to preparing for the UV OCMMS installation. We supported UV FEL operations for FEL electron beam orbit measurements. We reconfigured the diagnostic hutch in the FEL vault for UV FEL characterization. Following another shutter failure in the drive laser, we are investigating other options for mechanical shutter macro-pulse gating to avoid future equipment failure. Preparation of recertification of two user labs is underway in order to perform some long scheduled optical work. We reviewed a new draft for the GTS LSOP and provided suggestion for modification. We have been also preparing drafts in support of the proposal of Darklight experiment on the JLab FEL machine. 

UV and IR FEL Modeling and Simulation:  With some assistance from the high performance computing staff, we can now write scripts that allow us to simultaneously launch many parallelized FEL oscillator models on the supercomputing cluster.  In the process of testing this ability I’ve determined the cause for the slower than expected execution of time dependent (4D) FEL simulations on the cluster.  By default, on the cluster (there are actually 4) we run on by default (the 7n cluster), the architecture is such that for more than about 5 nodes (40 cpus) the time taken to pass information between cpus takes longer than when using fewer nodes.  In the latter case each cpu handles more information but there is less time spent passing information and synchronizing the results.  Armed with that information, we can now launch more jobs running in parallel than before.  As a result of this capability, I’ve come to the point in the edge-outcoupling FEL (on the IR Upgrade) modeling where I need accurate information about the aberrations on the cavity mirrors.  As they were absorbing appreciable (~ 2%) amounts of the power incident on them, this will affect their figure and in turn, the lasing efficiency.  While I am awaiting these results, I’ve turned my attention more to the UV FEL modeling.  At 400nm, assuming negligible mirror aberrations, Genesis/OPC in 3D (no time dependence of the electron bunches through the wiggler) are progressing and I’m modifying Medusa/OPC scripts to extend the calculations to 4D.  

UV FEL:   Last week we received the sapphire hole outcoupler that had been laser drilled and measured the profile of the hole.  The laser processing of the surface resulted in a raised lip of about 300nm height.  The deformation from this lip decreases exponentially and is absent past ~ 200 microns.  This substrate, along with sapphire and silicon witness samples was sent to the coating vendor.  The witness samples will subsequently be laser drilled to see whether a better coated edge can be obtained through that process sequence.    In the meantime, parts for the VUV test line are being shipped for integration. 

JTO:  Procurements are progressing, as is scheduling of installation and commissioning. 

Terahertz:  We are now modeling the optical transport through the new gas cell design for THz/MIR Double Resonance experiments with Harvey Rutt (U. of Southampton).  We are near to finalizing the design for the gas cell, and expect to make only small refinements before they begin fabrication in their machine shop.
Lab 4:  We have been in contact this week with Henry Helvajian (Aerospace Corp.) to ask about the damage threshold for the LMES optics in preparation for delivering FEL beam into the system.  The main limiting element in the LMES optical transport is the EO cell used to pick pulses for velocity compensation patterning.  That element is not rated for more than about 5 Watts, but our plan had already been to remove the EO cell for the first set of tests with the FEL.  Earlier this year, we found that the polarization contrast is very poor in the beam transmitted through the EO cell, so that system will need to be repaired before it can be used again.  The rest of the LMES 355 nm optics has a higher damage threshold, though we are still waiting on detailed specs for those elements.
We have also agreed to loan the Arbitrary Waveform Generator (AWG) from our LMES system to Henry for 6 months while theirs is repaired.  We will not need it until our EO cell has been repaired, and a square wave function generator can provide enough functionality for any testing that is required before the AWG is returned.

Lab 5:  One of the goals of the work performed at the FEL is to develop and advance technology for laser processing of materials.  The success of the graduate work by Raja Singaravelu on laser nitriding of Nb and laser smoothing of Nb surfaces has created a platform of progress that is able to support an SBIR proposal to take it further.  AppliFlex, the submitting company, is the business aspect of Richard Haglund et al, with whom we have already collaborated to study the PLD of organic films.  A successful proposal will provide funding for Raja to follow on as a post-doc with AppliFlex
Also, Michael Kelley has secured the loan of a Verdi V5 laser from Coherent, Inc. that will be used to pump the Ti:Sapphire oscillator.  That laser system has been down since the existing V5 stopped lasing.  Before bringing these laser systems back up, we will first need to install, test, and certify interlocks onto the enclosure for the regenerative amplifier (Titan) that is seeded by the Ti:Sa oscillator.  There is an outstanding FELlist item for this work, and Steve Benson has confirmed that the new interlock must be in place before the Titan can be operated again.  With the loaner V5 reviving the ultrafast laser systems in Lab 5, we will be able to expand the laser processing of Nb studies to examine the effect of nonthermal energy deposition due to the ultrashort pulsewidth (p ~100 fs FWHM).  We will study the effect for the various regimes of laser processing for Nb (melting/smoothing, surface nitriding, ablation/deposition) and compare the results to those achieved with the thermalized energy deposition from the longer pulses (p ~15 ns FWHM) of the HIPPO laser.

